


These materials are © 2021 John Wiley & Sons, Inc. Any dissemination, distribution, or unauthorized use is strictly prohibited.



These materials are © 2021 John Wiley & Sons, Inc. Any dissemination, distribution, or unauthorized use is strictly prohibited.

Integrated 
Data Center 

Management



These materials are © 2021 John Wiley & Sons, Inc. Any dissemination, distribution, or unauthorized use is strictly prohibited.

Integrated 
Data Center 

Management
Nlyte Special Edition

by Lawrence Miller



These materials are © 2021 John Wiley & Sons, Inc. Any dissemination, distribution, or unauthorized use is strictly prohibited.

Integrated Data Center Management For Dummies®,  
Nlyte Special Edition

Published by
John Wiley & Sons, Inc.
111 River St.
Hoboken, NJ 07030-5774
www.wiley.com

Copyright © 2021 by John Wiley & Sons, Inc., Hoboken, New Jersey

No part of this publication may be reproduced, stored in a retrieval system or transmitted in any 
form or by any means, electronic, mechanical, photocopying, recording, scanning or otherwise, 
except as permitted under Sections 107 or 108 of the 1976 United States Copyright Act, without 
the prior written permission of the Publisher. Requests to the Publisher for permission should be 
addressed to the Permissions Department, John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 
07030, (201) 748-6011, fax (201) 748-6008, or online at http://www.wiley.com/go/permissions.

Trademarks: Wiley, For Dummies, the Dummies Man logo, The Dummies Way, Dummies.com, 
Making Everything Easier, and related trade dress are trademarks or registered trademarks of John 
Wiley & Sons, Inc. and/or its affiliates in the United States and other countries, and may not be 
used without written permission. All other trademarks are the property of their respective owners. 
John Wiley & Sons, Inc., is not associated with any product or vendor mentioned in this book.

LIMIT OF LIABILITY/DISCLAIMER OF WARRANTY: THE PUBLISHER AND THE AUTHOR MAKE NO 
REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE ACCURACY OR COMPLETENESS OF 
THE CONTENTS OF THIS WORK AND SPECIFICALLY DISCLAIM ALL WARRANTIES, INCLUDING 
WITHOUT LIMITATION WARRANTIES OF FITNESS FOR A PARTICULAR PURPOSE. NO WARRANTY 
MAY BE CREATED OR EXTENDED BY SALES OR PROMOTIONAL MATERIALS.  THE ADVICE 
AND STRATEGIES CONTAINED HEREIN MAY NOT BE SUITABLE FOR EVERY SITUATION. THIS 
WORK IS SOLD WITH THE UNDERSTANDING THAT THE PUBLISHER IS NOT ENGAGED IN 
RENDERING LEGAL, ACCOUNTING, OR OTHER PROFESSIONAL SERVICES.  IF PROFESSIONAL 
ASSISTANCE IS REQUIRED, THE SERVICES OF A COMPETENT PROFESSIONAL PERSON SHOULD BE 
SOUGHT. NEITHER THE PUBLISHER NOR THE AUTHOR SHALL BE LIABLE FOR DAMAGES ARISING 
HEREFROM. THE FACT THAT AN ORGANIZATION OR WEBSITE IS REFERRED TO IN THIS WORK 
AS A CITATION AND/OR A POTENTIAL SOURCE OF FURTHER INFORMATION DOES NOT MEAN 
THAT THE AUTHOR OR THE PUBLISHER ENDORSES THE INFORMATION THE ORGANIZATION 
OR WEBSITE MAY PROVIDE OR RECOMMENDATIONS IT MAY MAKE.  FURTHER, READERS 
SHOULD BE AWARE THAT INTERNET WEBSITES LISTED IN THIS WORK MAY HAVE CHANGED OR 
DISAPPEARED BETWEEN WHEN THIS WORK WAS WRITTEN AND WHEN IT IS READ.

For general information on our other products and services, or how to create a custom For 
Dummies book for your business or organization, please contact our Business Development 
Department in the U.S. at 877-409-4177, contact info@dummies.biz, or visit www.wiley.com/go/
custompub. For information about licensing the For Dummies brand for products or services, 
contact BrandedRights&Licenses@Wiley.com.

ISBN 978-1-119-79812-5 (pbk); ISBN 978-1-119-79826-2 (ebk)

Manufactured in the United States of America

10   9   8   7   6   5   4   3   2   1

Publisher’s Acknowledgments

Some of the people who helped bring this book to market include the following:

Project Editor: Elizabeth Kuball

Acquisitions Editor: Ashley Coffeey

Editorial Manager: Rev Mengle

Business Development 
Representative: Matt Cox

Production Editor:  
Tamilmani Varadharaj

Special Help: Michael Schmitt,  
Enzo Greco, Jeremy Clute,  
Dave Schaible



Table of Contents      v

These materials are © 2021 John Wiley & Sons, Inc. Any dissemination, distribution, or unauthorized use is strictly prohibited.

Table of Contents
INTRODUCTION ............................................................................................... 1

About This Book ................................................................................... 1
Foolish Assumptions ............................................................................ 1
Icons Used in This Book ....................................................................... 2
Beyond the Book .................................................................................. 2

CHAPTER 1:	 What	Is	Integrated	Data Center	Management	
and	Why Do	You	Need	It? ...................................................... 3
Recognizing the Business-Critical Role of the Data Center ............. 3
Addressing Data Center Challenges................................................... 5

Efficiency .......................................................................................... 5
Resiliency ......................................................................................... 6
Flexibility .......................................................................................... 7

Defining Integrated Data Center Management ................................ 8

CHAPTER 2: Exploring Integrated Data Center  
Management	Building Blocks .......................................... 11
Data Center Infrastructure Management........................................ 11
Building Management Systems ........................................................ 15
Critical Infrastructure ......................................................................... 17
Buildings .............................................................................................. 17
IT Systems ........................................................................................... 17
Workloads ........................................................................................... 18

CHAPTER 3:	 Defining	Integrated	Data	Center	 
Management	Use Cases ....................................................... 19
Capacity Management ....................................................................... 19
Optimization ....................................................................................... 22
Improved Operations ........................................................................ 25

CHAPTER 4:	 Getting	the	Most	Value	from	Integrated	 
Data	Center	Management ................................................. 27
Types of Projects ................................................................................ 27
Organization ....................................................................................... 30
Skills ..................................................................................................... 31
Quick Wins ........................................................................................... 32



vi      Integrated	Data	Center	Management	For	Dummies, Nlyte	Special	Edition

These materials are © 2021 John Wiley & Sons, Inc. Any dissemination, distribution, or unauthorized use is strictly prohibited.

CHAPTER 5:	 Ten	Benefits	and	Capabilities	of	Integrated	
Data	Center	Management ................................................. 35
Working Together Better ................................................................... 36
Real-World Efficiency Gains............................................................... 36
Hybrid Cloud Workload Visibility ...................................................... 37
Hybrid Cloud Asset Management .................................................... 38
Map Cooling Chain to Local Events .................................................. 39
Map Power Chain to Local Events .................................................... 40
Anomaly Workflows ........................................................................... 41
Enhanced Colocation Cooling Capacity Management ................... 41
Full Stack Energy Prediction and Optimization ............................... 41
Analytics and Multivariant Use Cases .............................................. 42



Introduction      1

These materials are © 2021 John Wiley & Sons, Inc. Any dissemination, distribution, or unauthorized use is strictly prohibited.

Introduction

When it comes to smart buildings, data centers are argu-
ably near the top of the collective “food chain.” As 
buildings, data centers are unique in that they’re 

already instrumented to provide vast amounts of data about the 
health and operational status of the facility’s ecosystem. However, 
with thousands of intelligent devices constantly communicating 
telemetry data, all this instrumentation quickly becomes “noise” 
providing an incomplete and confusing picture of the data cen-
ter’s overall health.

A complete, actionable picture requires a software layer that can 
aggregate the entire computing fabric, turning those thousands of 
data points into meaningful information. Integrated data center 
management (IDCM) delivers that software solution to improve 
data center operations.

About This Book
Integrated Data Center Management For Dummies consists oÄ ĸĢe 
chapters that explore the following:

 » The basics of IDCM and why itȇs needed �Chapterb��

 » The building blocks of IDCM �Chapterb��

 » .ey use cases for IDCM �Chapterb��

 » How to get the most out of your IDCM solution �Chapterb��

 » The business benefits of IDCM �Chapterb��

Each chapter is written to stand on its own, so if you see a topic 
that piques your interest, feel free to jump ahead to that chapter. 
You can read this book in any order that suits you (though we 
don’t recommend upside down or backward).

Foolish Assumptions
It’s been said that most assumptions have outlived their useless-
ness, but we assume a few things nonetheless.
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Mainly, we assume that you’re an IT or facilities executive, direc-
tor, or manager involved in data center operations. As such, we 
assume you understand and have experience working with build-
ing management systems (BMSs) and/or data center infrastruc-
ture management (DCIM).

If any of these assumptions describes you, then this is the book 
for you! If none of these assumptions describes you, keep reading 
anyģay ɠ itɭs a Æreat booÞ, and aÄter readinÆ it, youɭll Þnoģ hoģ 
IDCM can help you improve capacity management and energy 
utilization, reduce costs, and increase uptime for your organiza-
tion’s critical data center operations.

Icons Used in This Book
Throughout this book, we occasionally use special icons to call 
attention to important information. Here’s what to expect:

The Remember icon points out important information you should 
commit to your nonvolatile memory, your gray matter, or your 
noÆÆin ɠ alonÆ ģith anniĢersaries and birthdaysɌ

If you seek to attain the seventh level of NERD-vana, perk up! The 
Technical Stuff icon eĨĀlains the jarÆon beneath the jarÆon and is 
the stuff leÆends ɠ ģell, leÆendary nerds ɠ are made oÄ.

Tips are appreciated, but never expected, and we sure hope you’ll 
appreciate these useful nuggets of information.

These alerts Āoint out the stuff your mother ģarned you about ɠ 
ģell, Ārobably not, but they do offer Āractical adĢice to helĀ you 
avoid potentially costly or frustrating mistakes.

Beyond the Book
There’s only so much we can cover in this short book, so if you 
want to learn more check out https://nlyte.com.
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Chapterb1

IN THIS CHAPTER

 » Bringing data centers to the forefront of 
business operations

 » $ddressing	eɝciency,	resiliency,	and	
ȵe[ibility	mandates

 » Discovering integrated data center 
management

What Is Integrated 
Data Center	
Management and 
Why Do	You	Need	It?

In this chapter, you see how data centers have become the nerve 
center of business operations in our modern digital economy. 
You discover the three key challenges of data center manage-

ment for data center operators and facilities managers, and how 
an integrated data center management (IDCM) solution brings 
toÆether different Äacilities and IT disciĀlines to deliĢer better 
outcomes.

5ecogni]ing	the	Business�Critical	 
5ole	of	the	Data	Center

In today’s digital economy, data centers are more critical than 
ever to business operations. Evolving data center requirements, 
such as supporting virtualized workloads and hybrid/multi-cloud 
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inteÆration, adds comĀleĨity and underscores the need Äor effi-
ciency, resiliency, and ĹeĨibility.

EĢen the recent Ælobal Āandemic has had a siÆniĸcant imĀact 
on data center oĀerations due to Äeģer onɢsite IT and Äacilities 
personnel, deferred equipment maintenance and upgrades, and 
increased IT inÄrastructure load Ärom remote emĀloyees, amonÆ 
others ɞsee FiÆure ȩɢȩɟ.

For years, IT and Äacilities teams haĢe souÆht a solution to the 
challenge of achieving and maintaining end-to-end visibility in 
their data centers. The ɩholy Ærailɪ Äor these teams is a sinÆle 
pane of glass that provides a consolidated view of every aspect of 
Äacilities and IT data center oĀerations, ģith conteĨtual inÄorma-
tion that is relevant to a broad range of audiences. Unfortunately, 
this single-pane-of-glass panacea has proven more elusive than 
anyone may haĢe imaÆined. Different sÞill sets, job Äunctions, 
and daily needs, among other challenges, has made the develop-
ment and maintenance of a single tool that addresses all issues 
for everyone a veritable impossibility.

Instead, vendors have developed discrete systems for monitoring 
critical inÄrastructure or IT eăuiĀment and aĀĀlications ģith dis-
tinct Äeature sets. These systems include buildinÆ manaÆement 
systems (BMSs), data center infrastructure management (DCIM), 
netģorÞ ĀerÄormance monitors, ģorÞĹoģ enÆines, and so on. 
This sĀecialiįed Äocus has created eĨcellent solutions to address 
uniăue challenÆes Äor sĀeciĸc audiences, but not Äor all.

Rather than a single pane of glass, perhaps what’s needed is a 
single frame with interchangeable lenses to suit a variety of 

FIGURE 1-1: The impact of COVID-19 on data center operations.
Source: Uptime Institute Survey: COVID-19 Impact on Data Centers, April 2020
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purposes: a pair of Victorian steampunk goggles, if you will (see 
FiÆure  ȩɢȪɟ. The Ärame is common to all oĀerators, reÆardless 
oÄ Äocus. The Ärame comĀrises comĀonents liÞe the underlyinÆ 
system architecture, data ingestion, data storage, and analytics 
caĀabilities. The lenses are interchanÆeable interÄaces that Āro-
Ģide the desired Ģieģ or eĨĀected result Äor different oĀerators. 
For example, an intelligent chiller provides information to any 
system (such as a BMS and a DCIM) that can ingest the data it 
sends out ɞthe ɩÄrameɪɟ. HoģeĢer, the oĀerators oÄ these sys-
tems haĢe different needs Äor hoģ they Ģieģ and use the data 
ɞthe ɩlensesɪɟ. CollectiĢely, the Ärame and different lenses offer a 
single integrated view of the entire environment for a variety of 
audiences and purposes.

$ddressing	Data	Center	Challenges
As businesses increasingly rely on their data centers to deliver 
critical business applications, data center operators and facilities 
managers are relentlessly challenged to address three mandates: 
Find oĀerational efficiencies, increase resiliency, and ensure 
ĹeĨibility.

Eɝciency
FindinÆ oĀerational efficiencies in the data center has become 
more challenging and more important than ever with the advent 
oÄ the cloud. As orÆaniįations adoĀt cloudɢĸrst strateÆies and 

FIGURE 1-2: 9ictorian steampunk goggles provide many lenses for di΍erent 
purposes in a single frame.
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migrate on-premises data center workloads to the cloud to lower 
costs ɞboth caĀital and oĀeratinÆɟ, oĀerational efficiencies in 
the data center resulting from economies of scale are reduced, 
which, in many cases, increases pressure to migrate additional 
workloads to the cloud. At the same time, many business-critical 
ģorÞloads still run in onɢĀremises data centers. These ģorÞloads 
may need to remain on-premises or near the edge for security 
or ĀerÄormance reasons, so ĸndinÆ oĀerational efficiencies in the 
data center remains a high priority.

To imĀroĢe caĀacity manaÆement, reduce costs, and increase 
enerÆy efficiency, data center oĀerators and Äacilities manaÆers 
need integrated tools that provide a holistic yet granular view of 
the symbiotic relationship between data center facilities, critical 
infrastructure, and individual workloads. With a more complete 
picture of the data center environment, data center operators gain 
a better understanding of the impacts of workload migrations 
and can work together with facilities managers to ensure oper-
ational efficiencies are identiĸed and maintained in a dynamic 
environment.

5esiliency
Ensuring that business-critical workloads are not impacted when 
critical infrastructure failures occur is vitally important in data 
centers. Essential applications and their associated workloads can 
experience outages from physical security issues, poor visibility 
into the data center’s operating state, and various other issues. 
HoģeĢer, the tools traditionally used to manaÆe data centers 
and the equipment and workloads in them, although useful, are 
myopic.

To maĨimiįe aĀĀlication aĢailability, the Ģarious and disĀarate 
systems that comprise the data center management ecosys-
tem must work together in perfect harmony. A single weak ele-
ment in the ecosystem can create pandemonium and unplanned 
doģntime, costinÆ businesses millions oÄ dollars in just minutes. 
Understanding the downstream impact of an individual chiller, all 
the way down to a physical server and the workloads and virtual 
machines in the data center is essential.
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Fle[ibility
Before the cloud, enterprise data center footprints rarely, if ever, 
shranÞ. IneĢitably, more systems ɠ includinÆ serĢers, storaÆe, 
and netģorÞinÆ  ɠ ģere added or uĀÆraded eĢery year to suĀ-
port an ever-growing portfolio of applications. Although system 
uĀÆrades oÄten touted ɩenerÆy efficiencyɪ beneĸts, this simĀly 
meant that performance-hungry applications and users could 
have more of everything: more processors and memory, more 
storaÆe caĀacity, and more netģorÞ bandģidth. Thus, data cen-
ters continued to grow.

Today, data center ÄootĀrints can, and oÄten do, shrinÞ and Æroģ 
throughout the year. As workloads are migrated to the cloud, 
server and storage equipment is often decommissioned, repur-
posed, or simply shut down. Cloud workloads are sometimes 
moved back to an on-premises data center for performance or 
security reasons, amonÆ others. And Ģacant data center Ĺoor 
sĀace may be reconĸÆured and reĀurĀosed.

A COOL CASE FOR ARTIFICIAL 
INTELLIGENCE
A chiller is a critical piece of the cooling chain in a data center, ensur-
ing proper operating temperatures for IT equipment. A chiller pro-
vides a beacon, constantly sending out large amounts of data about 
how it’s performing and potential alarm conditions. As with so many 
intelligent communicating pieces of equipment across the critical 
infrastructure, much of the data is often ignored because it’s consid-
ered superfluous to the actual needs of an operator� With all the vari-
ous communicating devices and the cacophony of data they produce, 
the output is just noise to human operators and incomprehensible to 
sort through it in any meaningful way.

This enormous data set� however� is perfect for artificial intelligence 
(AI) and machine learning (ML) applications. In the AI/ML framework, 
every data point can be assessed to help predict operating state and 
failures and even prescribe recommended improvements.
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An oÄten cited ɩbeneĸtɪ oÄ miÆratinÆ ģorÞloads to the cloud is 
lower operating expenses (that is, less power and cooling), but 
rarely, iÄ eĢer, is this beneĸt ăuantiĸed and Ģalidated. AlthouÆh 
it may seem intuitive that less equipment means less power and, 
therefore, less heat generation, this is not always the case. For 
eĨamĀle, maintaininÆ ĀroĀer airĹoģ betģeen ɩhotɪ aisles and 
ɩcoolɪ aisles in a data center is critical to maĨimiįinÆ enerÆy 
efficiency.

Without the proper data center management tools and clear com-
munication between data center operators and facilities manag-
ers, this neģÄound ĹeĨibility in data centers can ăuicÞly become 
a liability.

Defining	Integrated	Data	Center	
Management

The challenÆes Äaced by todayɭs data center oĀerators demonstrate 
the need for an advanced management solution that provides vis-
ibility and control of the data center building infrastructure and 
the critical elements and systems ģithin the data center ɠ a truly 
IDCM solution.

At its highest level, an IDCM solution provides deep integra-
tion between data-center-critical facilities infrastructure, the 
resources within the data center (such as servers, storage, net-
work switches, and so on), and the application workloads run-
ning on those resources. Simply put, IDCM is a complete suite that 
brings together the capabilities and features of BMSs, DCIM, and 
IT oĀerations ɞsee FiÆure ȩɢȫɟ.

Ultimately, the vision of IDCM is focused on integrating and pro-
viding transparency between all the elements, assets, layers, and 
devices in and around the data center. In this way, components 
and systems can be managed with awareness and insight into 
hoģ those elements affect the efficiency and serĢice leĢels oÄ the 
application workloads being supported.

ThrouÆh this more inɢdeĀth inteÆration, data center oĀerators 
and facilities managers can make better decisions about mainte-
nance, operations, and critical events in the data center. IDCM pro-
vides complete visibility of where servers are running, and what 
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devices, systems, and critical infrastructure support those work-
loads. With this data, organizations can perform better capacity 
manaÆement, increase the efficiency oÄ eĨistinÆ resources, and 
ĀerÄorm more streamlined ģorÞĹoģs and oĀerations across all 
layers oÄ the IT stacÞ.

With eĨĀertise in IT asset manaÆement, critical Āoģer, and ther-
mal manaÆement, as ģell as hoģ that ecosystem affects aĀĀli-
cation workloads, Nlyte is partnering with several building 
infrastructure vendors to bring IDCM to market and take data 
centers to the neĨt leĢel oÄ efficiency, resiliency, and ĹeĨibility.

Here are the Äour Ārimary Æoals oÄ IDCMɉ

 » Increase efficiency of power� cooling� and space by allowing 
critical infrastructure to reflect application behavior� such as 
idle periods or reduced loads.

 » Improve e΍ectiveness of facility and IT personnel by 
pinpointing change or maintenance e΍ects throughout the 
computing environment.

 » Reduce risk of outages or breaches due to poor capacity or 
asset management processes.

 » Improve uptime and efficiency by simulating critical infra-
structure in software for planning, operations optimization, 
and failure scenarios.

FIGURE 1-3: IDCM brings together the capabilities and features of BMS, DCIM, 
and IT operations.
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Chapterb2

IN THIS CHAPTER

 » Managing data center infrastructure

 » Monitoring and controlling building 
systems

 » Adopting critical infrastructure best 
practices

 » Looking at your physical buildings

 » Taking stock of IT assets

 » Getting granular with individual 
workloads

Exploring Integrated 
Data Center 
Management 
Building Blocks

In this chapter, you learn about the core building blocks of an 
integrated data center management (IDCM) solution. These 
include data center infrastructure management (DCIM), build-

ing management systems (BMSs), critical infrastructure, build-
ings, IT systems, and workloads.

Data Center Infrastructure Management
To effectiĢely manaÆe todayɭs data centers, enterĀrise inÄra-
structure and operations (I&O) teams require a complete suite of 
tools and solutions that ĀroĢide the ÄolloģinÆ caĀabilities across 
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BMSs (discussed later in this chapter), on-premises data centers, 
IT serĢice manaÆement ɞITSMɟ, Āublic and ĀriĢate clouds, and 
ĸnance systems, amonÆ others ɞsee FiÆure Ȫɢȩɟɉ

 » Asset discovery

 » Asset management

 » Facilities insight

 » Power management

 » Machine learning

 » Workload insight

OĢer the course oÄ its eĢolution, DCIM has become a manaÆement 
extension to a number of other systems, including asset and ser-
Ģice manaÆement, ĸnancial and human resource inÄormation sys-
tems (HRISs), and other core business systems. A well-designed 
DCIM solution ăuantiĸes the costs associated ģith moĢinÆ, add-
inÆ, or chanÆinÆ ģorÞloads on the data center Ĺoor or in the cloud 
to ensure optimal workload placement. It understands the cost 
and comĀleĨity oÄ oĀeration oÄ those assets, and clearly identiĸes 
the Ģalue that each asset ĀroĢides oĢer its liÄe sĀan.

FIGURE 2-1: DCIM provides a complete suite of tools and solutions to manage 
data center infrastructure across di΍erent locations and systems�



CHAPTER 2  Exploring Integrated Data Center Management Building Blocks      13

These materials are © 2021 John Wiley & Sons, Inc. Any dissemination, distribution, or unauthorized use is strictly prohibited.

FiÆure ȪɢȪ shoģs hoģ DCIM stands betģeen IT and Äacilities and 
joins them together. The physical assets of the facility, such as 
Ĺoor sĀace, electrical Āoģer, enĢironmental control, and cool-
ing, are monitored and controlled by DCIM processes, which then 
interÄace ģith the Ģirtual inÄrastructure oĢerseen by the IT Äunc-
tion. The DCIM suite ĀroĢides an oĢerĢieģ oÄ system health and 
ÄunctioninÆ, and also enables drillinÆ doģn to any desired leĢel oÄ 
detail Äor ĸneɢÆrained control oÄ oĀerations.

Key capabilities and features of DCIM software include the 
ÄolloģinÆɉ

 » Asset life-cycle management

• Get detailed information about your assets and 
environment�

• Manage information with robust dashboards and 
reporting�

• Increase fle[ibility to work in any environment�

• Provide support for receiving, provisioning, changes, tech 
refresh� and decommissioning of goods�

 » Capacity planning

• Visualize space, cooling, power network, connections, 
storage� and virtualization�

FIGURE 2-2: DCIM works with ITSM and other instrumentation to support 
capacity planning and analytics� reporting� and business intelligence�
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• Enable proactive versus reactive data center 
management�

• Predict data center life span with accuracy and 
confidence�

 » Real-time data collection

• Track power� cooling� CPU usage� and alarms�

• Integrate real-time analytics leveraging artificial intelli-
gence and machine learning�

• Report on detailed rack, server, and workload power and 
cooling metrics�

• Avert bottlenecks with global visibility of worldwide 
operations�

 » $utomated	ZorkȵoZ	and	change	management

• Coordinate activities across independent departmental 
resources�

• Ensure change management requests are compiled 
correctly and in a timely manner�

• Eliminate communication gaps between facilities and IT�

 » Bidirectional systems integration

• Automate changes to the data center floor for physical 
install�move�add�change processes�

• Deliver end-to-end visibility of time and costs�

• Automate reconciliation of physical assets to configura-
tion items�

• Enable visibility of physical connectivity dependencies�

• 9alidate locations�

• Map virtual to physical dependencies�

 » Audit and reporting

• Log all asset changes accurately and completely�

• 9erify proper configuration was e[ecuted according to 
reTuest�

• Automate reports to reduce hundreds of man hours for 
manual processes�

• Identify key performance indicator (KPI) metrics and 
discrepancies instantly�
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Building Management Systems
A BMS is a centralized, networked system of hardware and soft-
ģare that monitors and controls a buildinÆɭs Äacility systems, 
includinÆ the ÄolloģinÆɉ

 » Electrical systems

 » Fire and flood safety

 » Heating, ventilation, and air conditioning (HVAC)

 » Lighting systems

 » Mechanical systems

 » Security and surveillance systems

 » Water supply and plumbing

A BMS by any other name ɠ ģhether a buildinÆ automation sys-
tem (BAS), building energy management system (BEMS), energy 
management system (EMS), energy management control system 
ɞEMCSɟ, or enerÆy Āoģer manaÆement system ɞEPMSɟ ɠ is still, 
fundamentally, a BMS.

The Äour core Äunctions oÄ a BMS are toɉ

 » Control the building’s environment

 » Operate systems according to occupancy and energy 
demand

 » Monitor and optimize system performance

 » Alert or sound alarms when needed

A basic BMS has ĸĢe essential comĀonentsɉ

 » Sensors: Devices that measure values such as carbon 
dio[ide output� temperature� humidity� daylight� or room 
occupancy

 » Controllers: The brains of the systems that take data from 
sensors and decide how the system will respond

 » Output devices: Devices, such as relays and actuators, that 
carry out the commands from the controller
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 » Communications protocols: The language spoken among 
the components of the BMS

 » Dashboard or user interface: Screens or interfaces that 
humans use to interact with the BMS where building data 
are reported

The controller is the brains oÄ the BMS. The controller receiĢes 
input data, applies logic to that data, and then sends out com-
mands that reÆulate the ĀerÄormance oÄ Ģarious Äacilities ģithin 
the buildinÆ based on ģhat inÄormation ģas Ārocessed. FiÆure Ȫɢȫ 
illustrates the function of the controller through a basic three-
part direct digital control (DDC) loop.

Todayɭs technoloÆy enables a buildinÆ to learn Ärom itselÄ. A 
modern BMS monitors facility systems, optimizes for maximum 
efficiency, remembers ģho enters ģhich rooms at ģhat times, 
and adjusts to conserĢe enerÆy. When Äacilities are monitored 
and controlled in a seamless manner, tenants enjoy a more com-
Äortable and ĀroductiĢe ģorÞinÆ enĢironment, and Äacility man-
aÆement beneĸts Ärom sustainable Āractices and reduced enerÆy 
costs.

Buildings equipped with a BMS can reduce energy and mainte-
nance costs by up to 30 percent.

FIGURE 2-3: How a DDC loop works�
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Critical Infrastructure
The term critical infrastructure is tyĀically used by ÆoĢernments to 
cateÆoriįe certain sectors, such as emerÆency serĢices, enerÆy, 
telecommunications, banÞinÆ and ĸnance, and others, ģhich Āro-
Ģide Ģital serĢices to the Æeneral Āublic. Industries desiÆnated as 
critical infrastructure are typically subject to regulatory require-
ments to ensure the resiliency, saÄety, security, and surĢiĢability 
oÄ the serĢices they ĀroĢide.

HoģeĢer, any orÆaniįation that has a critical deĀendency on its 
physical (buildings), communications (networks), and digital 
(compute and intellectual property) infrastructures can adopt the 
resiliency and business continuity Āractices reăuired oÄ official 
critical infrastructure organizations.

An example of critical infrastructure best-practice guidance 
that has been ģidely and Ģoluntarily adoĀted by orÆaniįations is 
the U.S.  National Institute oÄ Standards and TechnoloÆy ɞNISTɟ 
Framework for Improving Critical Infrastructure Cybersecurity.

Buildings
In simĀle terms, buildinÆs encomĀass your orÆaniįationɭs Āhysi-
cal real estate. This includes data centers, headquarters locations, 
campus buildings, manufacturing facilities, parking structures, 
and edÆe comĀute locations ɞsuch as remote offices, micro data 
centers, and cell tower bunkers), among others.

The Āhysical real estate is tyĀically the eĨclusiĢe domain oÄ Äacili-
ties manaÆement. HoģeĢer, the lines oÄ resĀonsibility oÄten oĢer-
lap with respect to data centers and other facilities that house 
siÆniĸcant IT and oĀerational technoloÆy ɞOTɟ assets.

IT Systems
IT systems broadly include Āhysical eăuiĀment ɞsuch as serĢ-
ers, storage, networking, and cabling), software applications, 
and management applications (such as DCIM, BMS, ITSM, and 
others).
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These systems are tyĀically under the ĀurĢieģ oÄ IT manaÆe-
ment and monitored with hardware and software tools such as 
DCIM, ITSM, security monitoring, and performance manage-
ment, among others.

Workloads
The term workload used to be reserĢed Ārimarily to describe Ģirtu-
aliįed serĢers and aĀĀlications. Today, a ģorÞload is more broadly 
deĸned as any diÆital comĀonent needed to receiĢe a comĀutinÆ 
reăuest and deliĢer a resĀonse. Many ģorÞloads are shortɢliĢed 
or eĀhemeral, such as containers in a microserĢices architecture, 
uĀon ģhich many modern cloudɢnatiĢe aĀĀlications are built.

In this book, the term workload refers to the collection of appli-
cations, databases, web controllers, network routing, and so on, 
that is required to accept, process, and return a computing query.
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Chapterb3

IN	T+IS	C+$3TE5

 » Ma[imi]ing	space,	poZer,	and	cooling

 » ImproYing	energy	eɝciency	throughout	
the	data	center

 » $chieYing	operational	e[cellence

Defining	Integrated	Data	
Center	Management	
Use Cases

In this chapter, you learn about the three main use cases for 
integrated data center management (IDCM): capacity manage-
ment, optimization, and improved operations. Whether you’re 

in charge of critical facilities, IT operations, or systems engineer-
ing, an IDCM solution can help you address the myriad of chal-
lenges you’re facing.

Capacity	Management
Facilities manaÆers and data center oĀerators haĢe different jobs 
and resĀonsibilities, each ģith different tool sets to meet their 
needs. Unfortunately, these tools often provide a siloed view of 
the data center environment rather than an end-to-end picture 
that communicates the interdeĀendent nature oÄ the different 
elements throughout the data center ecosystem.
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For example, a building management system (BMS) provides no 
visibility inside the equipment racks in a data center to know 
where there is available contiguous space, power, or cooling for 
equipment placement. On the other hand, data center infrastruc-
ture management (DCIM) solutions have limited downstream 
Ģisibility, such as ĸre detection and suĀĀression, liÆhtinÆ, Āhysi-
cal security systems, and other critical building systems. IDCM 
brings together all the relevant data necessary to provide full 
visibility into space, power, and thermal capacity management, 
which helps to ensure that workloads running in the data center 
are optimally placed.

Today, we live with the challenges of real-time capacity man-
agement, but the goal is to avoid scrambling with last-minute 
adjustments and dealinÆ ģith the conseăuences oÄ insufficient 
capacity. IDCM leverages AI from both DCIM systems and BMSs 
to analyze historical trends of power, cooling, and computing 
resources (servers, virtual machines, and so on) to predict future 
energy and space requirements. IDCM enables you to be proactive 
and make changes before they become performance issues. Better 

NEW	SECU5E	INTEG5$TI2NS	
EN$B/E	EN+$NCED	
M$N$GEMENT
IDCM’s new secure integration enables data center and facility 
 managers to work together to optimize capacity planning, enhance 
event management, and identify operational improvement projects. 
This integrated data delivers an understanding of environmental or 
workload changes in real time, which is crucial to data center opera-
tors. Applications and their associated workloads move dynamically 
between server or container hosts, racks, and data centers. This 
dynamic aspect of the data center significantly impacts the power and 
cooling reTuirementsbȃ at times Tuite erratically� Integrating data 
and leveraging artificial intelligence �AI� enables real-time changes to 
be made automatically and provides predicted changes, which can 
help in planning and even mitigation of power and thermal issues.
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yet, AI data helps determine the optimal location and architecture 
for permanent placement of workloads to eliminate the elastic/
dynamic changes that can unexpectedly overwhelm the opera-
tions team.

Read ChaĀter Ȫ to learn about BMS and DCIM solutions.

An IDCM solution provides workload visibility across IT and 
facilities with auto-allocation of assets based on available space, 
power and cooling, IT operational guidelines, and security poli-
cies. Look for the following capabilities and features in an IDCM 
solution’s capacity management module:

 » 3oZer	and	cooling	monitoring� Enables micro-level control 
of facility power and cooling based on rack, server, and 
workload changes and demands.

 » 5ack	poZer	management� Controls power switching to 
local and remote �edge� computing facilities to save power 
and eliminate the need for on-site hands-on support.

 » Cooling	chain	mapping	and	management� Historical 
trends provide insight into future thermal demands, allowing 
for proactive changes as well as optimal workload 
placement.

 » Security	policy	compliance� Automated workflows can 
ensure access is controlled at all times based on service 
tickets and authorized personnel.

 » Space	management	�rack,	rack	units,	and	ȵoor	space�� 
Leveraging DCIM asset libraries and power and thermal 
mapping, equipment and corresponding workloads can be 
placed in optimal locations.

 » Dashboards	and	reports� Unique and individual data is 
served up for a userȇs or teamȇs specific need and can be 
easily shared.

 » WorkȵoZ	integration� Automating workflow processes 
across multiple teams and systems ensures accurate, timely, 
and consistent completion of repetitive and one-o΍ service 
requests.
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2ptimi]ation
Data centers are among the largest consumers of electricity in an 
organization with requirements for robust 24/7/365 power and 
cooling capabilities. Consequently, data centers are frequently a 

5E$/�W25/D	BENEFITS	2F	
INTEG5$TED	D$T$	CENTE5	
M$N$GEMENT
IDCM allows organizations to create a single pane of glass to see from 
facilities to the workload and manage beyond the mechanics to 
deliver optimal business availability. From this single pane of glass, 
power and thermals can be optimized down to a virtual workload. 
This consolidated view delivers improved efficiencies across IT opera-
tions by improving power, space, and CPU utilization. Maintenance 
cycles and schedules are improved with dependency mapping, pre-
dictive analysis� and collaborative workflows across groups� Here are 
a few efficiencies that organizations are realizing with IDCM�

• Tying chiller performance to impacted workloads delivers effi-
ciency mapping and a foundation for predictive maintenance.

• Visibility to the data center’s power, cooling, and space capacity 
provides more accurate analytics and better facility-wide power 
state and usage capacity management.

• Machine learning provides analytics for predictive failures, alerting 
organizations of potential problems before they become disrup-
tions to the business.

• Tying in data from BMS and DCIM systems, power and cooling 
anomalies are better understood and trigger workflows that result 
in faster, more accurate remediations.

• Combined BMS and DCIM data provide more informative report-
ing and enhanced workflows for standard and customized user 
situations.

• Reduced unplanned downtime of chillers and uninterruptible 
power supplies �UPSs��

• Mitigated impact of unplanned downtime on tenants in colocation 
facilities that improve service-level agreements �SLAs��



CHAPTER 3		Defining	Integrated	Data	Center	Management	Use	Cases	     23

These materials are © 2021 John Wiley & Sons, Inc. Any dissemination, distribution, or unauthorized use is strictly prohibited.

prime candidate for targeted cost recovery and improved energy 
utilization. However, it’s no simple task to change temperature 
setpoints without end-to-end visibility into how a temperature 
chanÆe ģill affect the eăuiĀment that is ĀrocessinÆ critical ģorÞ-
loads. To safely change thermal equipment’s energy consump-
tion, an operator must have a granular level of transparency into 
hoģ any ĀroĀosed chanÆe in temĀerature ģill affect the enĢiron-
ment and the applications being run within it.

IDCM provides operators the information required to optimize the 
energy usage of the data center’s thermal equipment. This solu-
tion processes vast amounts of data points from critical infra-
structure and IT equipment to proactively provide information 
necessary to make data-informed time-sensitive changes to the 
operating parameters of thermal equipment.

IDCM Æoes beyond just enerÆy oĀtimiįation. It enables better 
power and cooling management and optimizes space and main-
tenance cycles. With DCIM’s ability to monitor CPU utilization 
and track virtual machines (VMs) to physical servers, it provides 
Ģital data to imĀroĢe serĢer density and reduce racÞ and Ĺoor-
space consumption. A byproduct of this capability ties back into 
the enerÆy efficiency by Äurther understandinÆ the characteris-
tics of individual workloads. By correlating the power and cool-
ing demand cycles, individual workloads can be moved around to 
better balance the data center’s thermal and energy distribution. 
The addition of AI in both DCIM and BMS systems can balance 
maintenance cycles to more optimal times to reduce downtime of 
critical applications. Additionally, the predictive capabilities ena-
ble maintenance of a device to be scheduled before an unplanned 
outage occurs.

An IDCM solution ĀroĢides coolinÆ based on the needs oÄ affected 
assets and end-to-end energy prediction and optimization. Look 
for the following capabilities and features in an IDCM solution’s 
enerÆy oĀtimiįation/efficiency moduleɉ

 » 3oZer	monitoring� Real-time power monitoring enables 
facility power systems to react in a timely manner to throttle 
up or down as demand changes.

 » Cooling	monitoring� Real-time visualization down to the 
server and workload ensures room-level data is not masking 
over- or under-cooling supply.
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 » Energy	optimi]ation	�Zorkload	alignment�� Historical 
analysis makes it easy to place workloads in the most 
optimal location or run applications at optimal times.

 » Cooling	prediction�optimi]ation	�rack	Zhite	space	leYel�� 
Provides thermal details inside racks to augment and 
fine-tune floor and ceiling sensors and enhance time-based 
temperature mapping.

 » 3oZer	usage	e΍ectiYeness	�3UE�	prediction�calculation� 
Simplifies the PUE calculations while adding additional layers 
of sensor and workload data.

 » Dashboards	and	reports� See historical trends and 
predictive analysis in real time to determine optimal 
placement of workloads and application processing both 
immediately and in the future.

PUE is a measure of what proportion of a data center’s electric 
power usage is going into powering the IT infrastructure:

For eĨamĀle, Table ȫɢȩ shoģs that a PUE oÄ ȩ.Ȫ is indicatiĢe oÄ a 
Ģery efficient data center ģith Ȱȫ Āercent data center inÄrastruc-
ture efficiency ɞDCiEɟ.

7$%/E 3-1� 3UE	5atings	Based	on	/eYel	of	
Eɝciency	and	DCiE

PUE Level of Efficiency DCiE

3.0 9ery inefficient 33%

2.5 Inefficient 40%

2.0 Average 50%

1.5 Efficient 67%

1.2 9ery efficient 83%
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ImproYed	2perations
Many areas of data center operations can be targeted for improve-
ment, but perhaps none has a more profound impact on the bot-
tom line than maximizing uptime.

Data center operators can improve uptime in many ways. It starts 
with having the ability to simulate critical infrastructure in soft-
ware for scenario planning purposes and to optimize operations. 
Scenario planning allows operators to plan for failures at criti-
cal points in the data center and plan for maintenance, workload 
migrations, and equipment replacement. Another way to improve 
uptime is to map and understand the dependencies of a workload 
downstream to the power ingress.

AI beneĸts data center and Äacilities oĀerators by ÆiĢinÆ them an 
understanding of the predictability and timing of maintenance 
cycles for components and devices. With this knowledge, spare 
Āarts can be manaÆed in a justɢinɢtime manner and stored at 
the appropriate location to avoid overprovisioning of spares. This 
reduces costs and improves the mean time to repair (MTTR).

An IDCM solution helps improve data center operations with 
Āoģer anomaly ģorÞĹoģs to minimiįe customer outaÆes, secu-
rity issue ģorÞĹoģs to automate risÞ mitiÆation, automatic iden-
tiĸcation oÄ sĀeciĸc eĢents to direct aĢailable coolinÆ caĀacity, 
and rich analytics to enable proactive issue resolution. Look for 
the following capabilities and features in an IDCM solution’s  
end-to-end operations management module:

 » 3oZer	monitoring�eYent	management� Server-level 
readings provide granular statistics and readings for IT ops 
and facility teams to better control and predict power 
demand.

 » Cooling	�health	and	status�� Server-level cooling data helps 
prevent overheating and improves uptime for individual 
workloads while controlling excessive energy usage for 
cooling.

 » 3redictiYe	maintenance,	fault	detection	and	diagnostics	
�FDD�� AI built into both BMS and DCIM drive the analytics 
needed for understanding potential failures and driving 
maintenance before a failure event.
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 » Thermal	monitoring�eYent	management� With the IDCM 
system, macro- and micro-time slices of thermal data can be 
normalized to avoid erratic responses based on room- and 
rack-level thermal sensors.

 » Security	management	�centrali]ed	monitoring�� Tying 
facility security systems together with DCIM automated 
workflows provides approved room- and rack-level access to 
authorized personnel and provides an audit trail of events.

 » Dashboards	and	reports� Personalized views of power, 
cooling� thermal� and energy data provide specific manage-
ment data for each organization’s unique needs.

 » WorkȵoZ	integration� Process templates ensure a 
consistent response to service tickets while tracking progress 
across teams and providing an audit trail.
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Chapterb4

IN THIS CHAPTER

 » Identifying and prioritizing projects

 » Getting your organization aligned

 » Ensuring the right skill sets

 » Chalking up early successes

Getting the Most Value 
from Integrated Data 
Center Management

In this chapter, you explore the potential projects, organiza-
tional requirements, requisite skills, and quick wins that will 
help you get the most value out of your integrated data center 

management solution.

Types of Projects
The types of projects that you choose to undertake as part of an 
integrated data center management (IDCM) solution implemen-
tation will vary across the organization depending on the priori-
ties and challenÆes oÄ the different staÞeholders throuÆhout the 
organization.

Some key needs and common pain points typically include the 
following:

 » Workload and chiller efficiency mapping with prediction

 » Capacity management with analytics for power state and usage
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 » Analytics for predictive failure

 » Automated response and action based on sudden tempera-
ture anomalies

 » Tailored reports and workflows for specific situations and 
customers

 » Reducing unplanned downtime of chillers and uninterrupt-
ible power supplies �UPSs�

 » Mitigating the impact of unplanned downtime on colocation 
tenants and service-level agreement �SLA� implications

To helĀ you identiÄy and Ārioritiįe different Ārojects to Æet started 
with, consider asking your various stakeholders some of the fol-
lowing questions:

 » Facilities director(s):

• How accurately are you able to determine the cost of 
powering and cooling in your data center today" Can you 
measure the cost by application" By business group"

• How do you currently calculate the cost per IT workload 
running in your data center"

• How do you and your team calculate the real-time and 
historical power and cooling loads of individual racks in 
your data center"

• How do changes to the way servers are being used a΍ect 
your power and cooling load"

• How much time do you spend performing manual 
inspections and calculations to determine the impact  
of IT usage on your critical infrastructure and costs"

• Do you know which applications are a΍ected by upcom-
ing maintenance"

 » IT/data center operations manager(s):

• What are your SLA reTuirements for notifying your 
customers of a loss of redundancy when you have an 
unplanned outage of critical facilities �such as a chiller or 
a UPS�"

• How easily can you generate reports tailored to your 
customersȇ specific reTuirements or needs"
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• What mechanisms do you currently have in place to 
notify you of impending eTuipment failures"

• If youȇre notified of an impending eTuipment failure�  
how confident are you in the data you receive"

• Is upcoming maintenance seamlessly tied into your data 
center and IT service management �ITSM� workflows"

 » Systems engineer(s):

• How up to date are your physical security logs"

• Are those logs captured in an automated or manual 
fashion"

• How Tuickly are you able to satisfy your security audit 
reTuirements at present"

• How many systems do you currently need to reference to 
find information about power anomalies and security 
breaches"

• When you identify a power anomaly or a security breach� 
how Tuickly can you minimize the impact of those events 
on your IT systems"

• How do you currently determine which power and 
cooling assets are directly supporting your data center 
racks� cages� and�or rooms"

In most organizations, it’s unlikely that a facilities director, data 
center operations manager, or systems engineer will be able to 
answer many of these questions without consulting their coun-
terĀarts in different Āarts oÄ the orÆaniįation. For eĨamĀle, to 
ansģer the ăuestion ɩDo you Þnoģ ģhich aĀĀlications are affected 
by upcoming maintenance?” a facilities manager will likely need 
to ask a systems engineer or the IT operations manager. Likewise, 
a systems engineer will likely need help from the facilities direc-
tor or data center manager to answer the question: “How up to 
date are your physical security logs?”

These questions illustrate the point that you also need to consider 
your current organizational structure to get the most value out of 
an IDCM solution.
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Organization
In our modern working environment, where “team communica-
tion and collaboration” is considered key to success in practically 
every endeavor, it’s ironic that two critical functions that provide 
the workspaces, equipment, and tools for teams to communicate 
and collaborate are themselves often siloed. These two functions 
are, of course, facilities and IT operations.

Most IT operations and facilities personnel have at least one hor-
ror story in their past about a generator that the facilities folks 
“unexpectedly” tested, which caused critical systems to crash, or 
a new rack of servers that the IT folks decided to just “plug them 
in and see what happens.” As the Captain in Cool Hand Luke said, 
“What we’ve got here is failure to communicate.”

IDCM provides the tools to help organizations break down com-
munications barriers between facilities, data center, and IT 
operations teams. These groups have a tremendous amount of 
interdependence, but they seldom have transparency between 
them to know how their actions impact each other. This trans-
parency is particularly crucial for proper capacity management 
and ĀlanninÆ. For eĨamĀle, ģith IDCM a Äacilities enÆineer can 
have visibility into the business-critical workloads being run in 
the data center, thus providing a better understanding of how the 
buildinÆ systems and critical inÄrastructure affect those ģorÞ-
loads and applications.

To help you achieve organizational alignment for your IDCM 
projects, consider the following best-practice recommendations:

 » Get buy-in across all groups�

 » Run baseline measurements�

 » Start collecting data for historical analysis�

 » Implement machine learning�

 » Integrate workflow management�

 » Leverage historical data and artificial intelligence �AI� to 
improve energy and thermal management�

 » Leverage AI to optimize the placement of workloads�
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Skills
Digging deeper into the organizational structure, you need to 
ensure your data center, IT oĀerations, and Äacilities staff has the 
right skill sets.

The good news is that there aren’t necessarily any new skills that 
your IT operations, data center, and facilities teams collectively 
need to learn. By leveraging data center infrastructure manage-
ment (DCIM) and building management systems (BMSs), as well 
as ITSM, an IDCM solution alloģs your different teams to ăuicÞly 
work together using the new solution. The integrated systems 
keep the expertise and skills where they’re applied, but share the 
oĀeratinÆ data needed by the other ÆrouĀs to oĀerate efficiently 
and reduce misunderstandings (risk mitigation). The right task 
gets performed at the right time in the appropriate manner to 
avoid user disruption, and unexpected disruptions are handled 
ăuicÞly because the system automates the ģorÞĹoģ instructions 
to all teams.

Turn to ChaĀter  ȭ to learn hoģ IDCM helĀs breaÞ doģn silos 
across teams.

As with any advanced management and monitoring tool, the oper-
ators quickly become familiar with the functions of the operation 
that ģere not oriÆinally Āart oÄ their core tasÞs. For eĨamĀle, in 
the data center, a technician responsible for replacing servers will 
simply remove and install servers, connecting power and net-
working cables as instructed. However, with the introduction of 
DCIM, they become more aware of the power and network man-
agement aspects that go into turning on that server. With DCIM, 
they’re exposed to cooling management and capacity planning for 
power and space. DCIM users experience a broader understanding 
of the various aspects of the data center from power to workload.

The same holds true for the BMS side of the equation. The facili-
ties team can now understand how their power cables and chiller 
units directly affect the ĀerÄormance oÄ an aĀĀlication ɠ and the 
efficiency and success oÄ the entire orÆaniįation.

Bottom-line decisions are constantly being made around keeping 
the lights on, energy, power consumption, and future investments 
by data center and facility managers, as well as by executives in 
the C-suite. DCIM systems and BMSs provide the analytics to 
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make predictive and prescriptive decisions regarding resiliency 
and sustainability.

The advent of meaningful AI is ushering in a change in the work-
force in and around the data center. In the past, you had facilities 
networks, facilities systems, and facilities network and systems 
personnel running the data center. These roles have tradition-
ally been completely separate, but as technology changes and the 
ĀroliÄeration oÄ the Internet oÄ ThinÆs ɞIoTɟ inĹuences and con-
trols multiple aspects of the data center, the distinction between 
these roles is blurring. In the past, someone had to physically be 
in the data center to make changes to the heating, ventilation, 
and air conditioning (HVAC) system. Now, changes can be done 
on a smartphone from practically anywhere. Although there will 
always be a need for someone in the data center (for example, 
security and janitorial personnel), much of what needs to be done 
can be done remotely, and with AI technology, who does it begins 
to matter less. As things become more connected, integrated, 
and complex, quickly moving an application workload to a new 
environment will require AI in DCIM and BMS to react to those 
changes.

Although machine learning and analytics aren’t new or unique to 
data center and facilities management, they’re far more integral 
to an IDCM solution. Again, no new skills are necessarily needed 
because most of this technology is automated and the rich data is 
served up in the form of intuitive dashboards and familiar reports 
for the right audiences.

Quick Wins
Nothing helps a project gain momentum like a few quick wins to 
get everyone excited about the opportunities.

In data center environments with an already well-instrumented 
environment, these early success opportunities will be readily 
aĢailable ģith IDCM. AÄter all, you already haĢe the data ɠ itɭs 
just a matter of surfacing it in a contextually relevant manner to 
all your various stakeholders, which is what IDCM does for you.

Organizations that are already utilizing DCIM and BMS or BAS 
solutions are monitoring and collecting large amounts of telem-
etry data from sensors (such as temperature, humidity, and so 
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on). IDCM provides the necessary end-to-end visibility that these 
orÆaniįations need to driĢe maĨimum efficiency and oĀtimiįation 
in their data center environments.

Here are some examples to quickly demonstrate that your IDCM 
implementation is working for your organization:

 » Build	out	some	ZorkȵoZ	templates	that	incorporate	
data center, IT operations, and facility response teams. 
Run the scenario and track the progress� Were tasks 
completed faster" More efficiently" Does the audit trail 
reflect the reality of the event"

 » Build	a	unified	thermal	model	from	BMS	and	DCIM	data	
points to identify meaningful trigger points for tempera-
ture alarms. Did facilities increase or decrease cooling in 
time to avoid failure" Were you able to increase overall 
ambient temperature of the data center� thus saving money" 
Did you reduce power cycling for server fans"

 » Run DCIM’s auto discovery and build a real-time end-to- 
end map of a workload’s network, power, and cooling 
dependencies. Run failure scenarios on each point in the 
chain and see the corresponding waterfall e΍ect across the 
data center and all associated application workloads� AdMust 
workflow templates in BMS� ITSM� and DCIM to reflect the 
corresponding dependencies� Are unplanned outages 
reduced" Are maintenance windows adMusted to reduce 
planned outages of critical systems" Are maintenance 
surprises reduced"

 » Engage the AI and machine learning engines in your 
DCIM systems and BMSs to run predictive maintenance 
on a select group of systems, devices, and components. 
Identify critical application workloads and run maintenance 
and part failure calculations against them� Review and adMust 
your maintenance schedule to reduce user downtime� 
Evaluate spare parts inventory and supply chain� Are users 
e[periencing less downtime for critical applications" Are you 
able to reduce on-hand inventories of parts" Are parts 
readily accessible for rapid replacement"

As you begin to answer yes to each of these questions, share your 
results and celebrate! If not, rinse and repeat.
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Chapterb5

IN	T+IS	C+$3TE5

 » ImproYing	teamZork	and	deliYering	
real�Zorld	eɝciency	gains

 » Managing	hybrid	cloud	assets

 » Mapping	cooling	and	poZer	chains	to	
local	eYents

 » Detecting	anomalies	in	the	data	center

 » DriYing	energy	eɝciency	and	reducing	
costs

 » /eYeraging	artificial	intelligence	and	
machine	learning	for	deep	insights

Ten	Benefits	and	
Capabilities	of	
Integrated	Data	Center	
Management

Data centers haĢe eĢer increasinÆ demands Äor efficiency, 
resiliency, and ĹeĨibility, ģhich are best addressed by 
tiÆhtly inteÆratinÆ the critical inÄrastructure. This critical 

inÄrastructure consists oÄ Āoģer, coolinÆ, monitorinÆ, security, 
and the buildinÆ itselÄ, alonÆ ģith IT eăuiĀment and ģorÞloads. 
Here are ten Þey beneĸts and caĀabilities that maÞe the imĀle-
mentation oÄ an inteÆrated data center manaÆement ɞIDCMɟ 
solution in your orÆaniįation a Ģaluable undertaÞinÆ.
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Working	Together	Better
IDCM enables silos in orÆaniįations, such as betģeen Äacility and 
data center oĀerations team, to be broÞen doģn. The beneĸt in 
an IDCM imĀlementation is that it alloģs data to be shared and 
ģorÞĹoģs to be coordinated ģithout encroachinÆ on other teamsɭ 
sandboĨes or areas oÄ resĀonsibility. Part oÄ the reason these silos 
haĢe deĢeloĀed oĢer time is the need or desire oÄ these resĀectiĢe 
ÆrouĀs to maintain their oģn Āractices, Ārocesses, and Ģernacular. 
In the Āast, ģhen manaÆement has attemĀted to reĀlace seem-
inÆly redundant systems ģith a common ĀlatÄorm and sinÆleɢ 
ĀaneɢoÄɢÆlass tool, the indiĢidual teams haĢe reĢolted. No ÆrouĀ 
ģants to taÞe on the attributes oÄ another teamɭs Ārocesses, and 
no one ģants to ÆiĢe uĀ their ģay oÄ doinÆ thinÆs. IDCM simĀly 
alloģs the releĢant data to Ĺoģ betģeen each teamɭs resĀectiĢe 
manaÆement systems ģithout imĀosinÆ their oģn ģay oÄ doinÆ 
thinÆs on the other teams.

5eal�World	Eɝciency	Gains
IDCM alloģs orÆaniįations to create a sinÆleɢĀaneɢoÄɢÆlass Ģieģ 
Ärom Äacilities to the ģorÞload so you can manaÆe beyond the 
mechanics oÄ the data center and deliĢer oĀtimal business aĢaila-
bility. From this sinÆleɢĀaneɢoÄɢÆlass Ģieģ, Āoģer and thermals 
can be oĀtimiįed doģn to a Ģirtual ģorÞload. The consolidated 
Ģieģ alloģs Äor imĀroĢed efficiencies across IT oĀerations by 
imĀroĢinÆ Āoģer, sĀace, and CPU utiliįation. Maintenance cycles 
and schedules are imĀroĢed ģith deĀendency maĀĀinÆ, Āredic-
tiĢe analysis, and collaboratiĢe ģorÞĹoģs across ÆrouĀs. Here are 
some oÄ the efficiency Æains that realɢģorld orÆaniįations haĢe 
realiįed ģith IDCMɉ

 » By tying chiller performance to impacted workloads, IDCM 
provides efficiency mapping and the foundation for predic-
tive maintenance.

 » With visibility to the data center’s power, cooling, and space 
capacity� more accurate analytics provide more accurate 
facility-wide power state and usage capacity management�

 » Machine learning provides deep analytics and insights for 
predictive failures� alerting the organization of potential 
problems before they become business disruptions�
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 » Tying in data from building management systems �BMSs� 
and data center infrastructure management �DCIM� systems� 
power and cooling anomalies are better understood and 
trigger workflows that result in faster� more accurate 
remediations.

 » Combined BMS and DCIM data provides more informative 
reporting and enhanced workflows for standard and 
customized user situations�

 » Unplanned downtime of chillers and uninterruptible power 
supplies �UPSs� is significantly reduced�

 » The impact of unplanned downtime on tenants in colocation 
facilities is mitigated, thereby improving service-level 
agreements �SLAs��

+ybrid	Cloud	Workload	Visibility
By seeinÆ the entire diÆital comĀute inÄrastructure ɞhybrid 
cloud  ɠ data center, colocation Äacility, edÆe site, and Āublic 
cloudɟ at a Ælance, Ālanned disruĀtions can be Ælobally orches-
trated and ģorÞloads oĀtimiįed aÆainst a ÆiĢen inÄrastructureɭs 
ĀerÄormance. IDCM dashboards offer a Ģariety oÄ selection criteria 
ɞsuch as location, date, customers, business ÆrouĀs, and so onɟ 
and ĀroĢide Ģaluable inÄormation includinÆɉ

 » Count of selected hybrid locations

 » Count of physical servers under management that run 
virtual workloads

 » Count of virtual workloads under management

 » Ratio of virtual workloads to physical servers

 » Count of running workloads over time� by hybrid location

 » Forecast of monthly running workloads� by hybrid location

 » Forecast of monthly costs of running workloads� by hybrid 
location� to support on-premises and cloud cost 
comparisons

 » Count of running workloads� by vendor operating system� 
over time
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The beneĸt oÄ hybrid cloud ģorÞload Ģisibility is the ability to 
understand ģorÞload deĀendencies on the inÄrastructure and the 
cause and effect oÄ Ālanned and unĀlanned disruĀtions.

+ybrid	Cloud	$sset	Management
IDCM shares inÄrastructure serĢices ɞdoģnstreamɟ ģith the data 
center, alloģinÆ oĀerators to oĀtimiįe asset Ālacement to maĨi-
miįe ģorÞload uĀtime and ĀerÄormance.

IDCM asset manaÆement deliĢers details about Āoģer and coolinÆ 
demands at the racÞ and serĢer leĢel. OrÆaniįations run aĀĀli-
cations on both Āhysical and Ģirtual serĢers, so IDCM identiĸes 
ģorÞload characteristics and ĀerÄormance Ģalues Ärom a loÆical 
ĀersĀectiĢe. This loÆical Ģieģ alloģs an orÆaniįation to manaÆe 
ģorÞloads across hybrid cloud enĢironments, includinÆ Āublic 
clouds such as Amaįon Web SerĢices ɞAWSɟ, MicrosoÄt Aįure, and 
GooÆle Cloud PlatÄorm ɞGCPɟ.

ImĀlementinÆ DCIM is the ĸrst steĀ in addressinÆ the challenÆes 
and issues in the data center. Itɭs the tool to manaÆe all the assets, 
Þnoģ ģhere theyɭre located, and understand ģhat resources they 
consume. It ĀroĢides the means to monitor eĢerythinÆ in the data 
center, ģhere theyɭre Āhysically located, and hoģ they moĢe in 
and out oÄ the data center.

Hybrid data center inÄrastructure manaÆement ɞHDIMɟ is the 
natural eĢolution oÄ DCIM ɞsee FiÆure ȭɢȩɟɕ it isnɭt seĀarate Ärom 
DCIM but eĨtends DCIM and adds tools to address the needs oÄ 
a disaÆÆreÆated ɞthat is, hybridɟ comĀutinÆ inÄrastructure. EĢen 
thouÆh cloud, edÆe, and data center are essentially just different 
names Äor comĀutinÆ enĢironments, there are uniăue needs Äor 
each and a need Äor orchestration to utiliįe them toÆether in har-
mony as a hybrid cloud. When the orchestration Äunctionality is 
in Ālace and you can oĀerate the hybrid cloud as a sinÆle comĀut-
inÆ inÄrastructure, you can start to moĢe aĀĀlication ģorÞloads 
around the different architectures to achieĢe maĨimum oĀtimiįa-
tion. HDIM ĀroĢides ansģers to ăuestions such asɉ

 » Based on cost, performance, and risk factors, where is the 
best location for a given workload?
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 » Why should we run a given workload in a private data center 
versus edge� colocation� or public cloud"

 » Based on privacy and risks calculation� which is the most 
secure environment to run a given workload"

 » Based on critical needs or performance demands, what is 
the best location for a given workload?

The beneĸt oÄ hybrid cloud asset manaÆement is the ability to 
share uĀstream data ģith Äacilities, enablinÆ them to understand 
the detailed reăuirements and the effect data center assets ɞand 
ģorÞloadsɟ haĢe uĀon the Āoģer, coolinÆ, and other serĢices 
suĀĀlied.

Map	Cooling	Chain	to	/ocal	EYents
A Āhysical chanÆe ɞĀlanned or unĀlannedɟ to an asset in the data 
center can be reĀorted bacÞ into the BMS by the IDCM. With both 
DCIM and IDCM aģare oÄ the alert, a ģorÞĹoģ can be initiated 
ģith sĀeciĸc details about anythinÆ Ärom a Ģirtual ģorÞload to a 

FIGURE �-1: HDIM is the ne[t step in the evolution of DCIM�
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chiller. In either case, the beneĸt is ăuicÞ mitiÆation and aĢoid-
ance oÄ an eĨtended unÄaĢorable condition.

InteÆratinÆ DCIM systems and BMSs toÆether ĀroĢides the ability 
to model the relationshiĀ oÄ an increase at a serĢer leĢel ɞbased 
on an increase in ģorÞload actiĢityɟ to the thermal effects on 
the racÞ, roģ, and room in the data center. DCIM monitors the 
enĢironment in Ģery short interĢals, ģhereas a BMS monitors 
the enĢironment in lonÆer interĢals. ModelinÆ cooler resĀonses 
solely off oÄ one system or the other ģould be inefficient. Hoģ-
eĢer, understandinÆ the characteristics oÄ the thermal outĀut 
at the serĢer leĢel and the resĀonse time oÄ the coolinÆ system, 
oĀtimal temĀerature manaÆement can be achieĢed. This reduces 
enerÆy eĨĀense and Āotential deĢice Äailure.

The beneĸt oÄ a coolinÆ chain maĀ is that it ĀroĢides a trace, doģn 
to the ģorÞload in the data center, oÄ the effect oÄ a chanÆe in the 
coolinÆ system.

Map	3oZer	Chain	to	/ocal	EYents
GiĢen the Ģarious comĀonents oÄ the Āoģer chain ɞutilities, Æen-
erators, batteries, breaÞers, Āoģer striĀs, and moreɟ, an eĢent 
may haĢe an immediate effect on only one set oÄ assets, but an 
eĨtended disruĀtion may inĢolĢe many other assets. IDCM Āro-
Ģides Ģieģs oÄ both currently affected and Āotentially affected 
assets and corresĀondinÆ ģorÞloads.

An inteÆrated system oÄ DCIM and BMS alloģs Äor the model-
inÆ and Āredictability oÄ enerÆy needs. With a Āredictable under-
standinÆ oÄ Āoģer reăuirements in adĢance, Āoģer contracts can 
be modiĸed to Āay Äor only ģhatɭs actually needed rather than 
bulÞ Āoģer that ģill Æo unconsumed. AdjustinÆ comĀutinÆ times 
to taÞe adĢantaÆe oÄ enerÆy ĀricinÆ, such as loģer rates Ärom util-
ities at niÆht or reneģable sources such as solar durinÆ the day, 
imĀroĢes your Āoģer usaÆe effectiĢeness ɞPUEɟ and data center 
inÄrastructure efficiency ɞDCiEɟ ĀerÄormance.

The beneĸt oÄ a Āoģer chain maĀ, liÞe that oÄ the coolinÆ chain 
maĀ, is that it alloģs Äor eĢents to be monitored both uĀstream 
and doģnstream.
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$nomaly	WorkȵoZs
Poģer, coolinÆ, and security alarms are the most common eĢents 
resĀonded to by Äacilities and data center staff. Historically, endɢ 
toɢend details ģere noneĨistent because oÄ siloed and disaÆÆre-
Æated systems, causinÆ delays, errors, and redundant remediation 
actiĢities. IDCMɭs aÆÆreÆated data set ensures that ģorÞĹoģs are 
coordinated betģeen multiĀle ÆrouĀs, but also ĀroĢides an aĀĀro-
Āriate maĀĀinÆ to ensure any mitiÆation actiĢity causes minimal 
disruĀtion.

The beneĸt oÄ enablinÆ anomaly ģorÞĹoģs across ÆrouĀs is that 
an alarm anyģhere in the system ģill triÆÆer a ģorÞĹoģ simulta-
neously to all Āersonnel reăuired to resolĢe the Āroblem.

Enhanced	Colocation	Cooling	Capacity	
Management

Historically, colocation ĀroĢiders haĢe not had direct Ģisibility 
oÄ their tenantsɭ eăuiĀment tyĀes or ģorÞload demands, ģhich 
limited efficient manaÆement oÄ coolinÆ needs. InteÆratinÆ DCIM 
Ĺoor maĀs and caĀacity manaÆement ģith the Äacilitiesɭ BMS 
data about the coolinÆ chain, colocation ĀroĢiders can tie com-
mitted thermal SLAs to realɢtime demand.

The beneĸt oÄ IDCM Äor colocation ĀroĢiders is that it ÆiĢes 
insiÆht into a tenantɭs ģorÞĹoģ demand so they can imĀroĢe the 
Āredictability oÄ the Äacilityɭs coolinÆ demand.

Full	Stack	Energy	3rediction	and	
2ptimi]ation

Machine learninÆ can taÞe the data Ärom BMS and DCIM to Āro-
Ģide ĀredictiĢe analytics, helĀinÆ orÆaniįations aĢoid inadeăuate 
Āoģer suĀĀly and identiÄy the oĀtimal Ālacement oÄ ģorÞloads 
based on enerÆy needs.
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The beneĸt oÄ endɢtoɢend enerÆy Ārediction is that it enables you 
to understand enerÆy suĀĀly and demand Ärom the Āoģer Ālant 
doģn to a sinÆle ģorÞload.

$nalytics	and	MultiYariant	Use	Cases
DCIM and BMS inteÆrated machine learninÆ ĀroĢides a multiĢari-
ate analytics ÄrameģorÞ to imĀact data such as detectinÆ anoma-
lies in oĢerall Āoģer draģ Äor cabinets in įones and ÄorecastinÆ 
indiĢidual deĢice telemetry. Historically, the Ģolume oÄ this data 
has been oĢerģhelminÆ and it has been discarded as noise. Noģ, 
ģith artiĸcial intelliÆence ɞAIɟ, it can be Ārocessed to imĀroĢe 
oĢerall efficiency and reliability oÄ data centers and the aĀĀlica-
tion ģorÞloads runninÆ in them.

The beneĸt oÄ multiĢariant analytics is that it correlates eăuiĀ-
ment behaĢior and anomalies to the imĀact on ģorÞloads.
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